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Abstract

This report documents the GEOS-5 global atmospheric model and data assimilation system (DAS),
including the versions 5.0.1, 5.1.0, and 5.2.0, which have been implemented in products distributed for
use by various NASA instrument team algorithms and ultimately for the Modern Era Retrospective-
analysis for Research and Applications (MERRA). The DAS is the integration of the GEOS-5
atmospheric model with the Gridpoint Statistical Interpolation (GSI) Analysis, a joint analysis system
developed by the NOAA/National Centers for Environmental Prediction and the NASA/Global Modeling
and Assimilation Office. The primary performance drivers for the GEOS DAS are temperature and
moisture fields suitable for the EOS instrument teams, wind fields for the transport studies of the
stratospheric and tropospheric chemistry communities, and climate-quality analyses to support studies of
the hydrological cycle through MERRA.

The GEOS-5 atmospheric model has been approved for open source release and is available from:
http://opensource.gsfc.nasa.gov/projects/GEOS-5/GEOS-5.php.
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1. Introduction

The assimilation system described in this document is a major new version of the Goddard Earth
Observing System Data Assimilation System (GEOS DAS). The GEOS-5 DAS is based on the GEOS-5
Atmospheric General Circulation Model (AGCM) integrated with the Gridpoint Statistical Interpolation
(GSI) Analysis. This represents a radical evolution of the GEOS system, with the adoption of the GSI
analysis jointly developed with the National Centers for Environmental Prediction (NCEP) and a new set
of physics packages for the AGCM. The first choice allows the Global Modeling and Assimilation Office
(GMADO) to take advantage of the developments, especially that of radiance assimilation, at NCEP and
the Joint Center for Satellite Data Assimilation (JCSDA), and facilitates our own contributions to the
operational system. The second choice allows us to tune the system for both weather and climate
applications, taking advantage of satellite observations in the assimilation context as we do so.

The GEOS-5 AGCM maintains the finite-volume dynamics (Lin, 2004) used for GEOS-4 (e.g., Bloom et
al., 2005) and found to be so effective especially for transport in the stratosphere (e.g., Pawson et al.,
2007). This dynamical core is integrated with various physics packages (e.g., Bacmeister et al., 2006)
under the Earth System Modeling Framework (ESMF) (e.g., Collins et al., 2005) including the Catchment
Land Surface Model (CLSM) (e.g., Koster et al., 2000). The GSI analysis is a new three-dimensional
variational (3DVar) analysis applied in grid-point space to facilitate the implementation of anisotropic,
inhomogeneous covariances (e.g., Wu et al., 2002; Derber et al., 2003; Purser et al., 2003a, b). GMAO
scientists have contributed to GSI development since 2004.

During implementation in GEOS-5, this system has continued along its development path. One result of
this was the need to address shocks introduced by imbalances in the mass-wind analysis increments.
Although balance constraints are under development, in order to meet the GMAQ’s production schedule
requirements, the decision was made to re-introduce (from GEOS-3) the incremental analysis update
(IAU) procedure (Bloom et al., 1996) and this has proven very effective.

The primary performance drivers of the GEOS DAS products are temperature and moisture fields suitable
for the EOS instrument teams, wind fields for the transport studies of the stratospheric and tropospheric
chemistry communities, and climate-quality analyses to support studies of the hydrological cycle through
the Modern Era Retrospective-analysis for Research Applications (MERRA, e.g., Bosilovich et al., 2006).
Other significant drivers for the GEOS DAS have involved the provision of near real-time mission
support for a number of atmospheric chemistry mission field campaigns.

This report documents Version 0.1 of GEOS-5, also referred to as GEOS-5.0.1, the interim release used to
meet the production timeline requirements of the EOS instrument teams. Upgrades implemented for
Version 1.0, referred to as GEOS-5.1.0, address some of the deficiencies noted by the instrument teams
and in our tuning of the DAS for MERRA. These are documented, as are those for Version 2.0, referred
to as GEOS-5.2.0, which address some additional deficiencies noted by the CERES science team and
some final model tuning and analysis upgrades for MERRA.

This system documentation is organized as follows: The main characteristics of the atmospheric model
are described in Chapter 2. The analysis system is described in Chapter 3. The assimilation system and
observing system details are described in Chapter 4. The specific upgrades from GEOS-5.0.1 to GEOS-
5.2.0 are documented in Chapter 5.



2. The GEOS-5 Atmospheric General Circulation Model

The GEOS-5 atmospheric model is a weather-and-climate capable model being used for atmospheric
analyses, weather forecasts, uncoupled and coupled climate simulations and predictions, and for coupled
chemistry-climate simulations. Applications have used model configurations from 2° to 1/4° resolutions,
with 72 layers to 0.01 hPa, resolving both the troposphere and the stratosphere. The AGCM relies heavily
on ESMF, both superstructure and infrastructure, for its internal architecture (e.g., Collins et al., 2005).
Parallelization is primarily implemented through MPI, although some key parts of the code, such as the
model dynamics, also have Open-MP capability. The model runs on a 2-D decomposition, transposing
internally between horizontal and vertical layouts. Some of the physics such as the solar radiation, which
at any given time is active over only half the globe, is load balanced. The code scales well across compute
nodes and scalability increases linearly with problem size.

Developments of GEOS-5 were guided by a realistic representation of tracer transports and stratospheric
dynamics. The ozone analysis of the DAS is input to the radiation package along with an aerosol
climatology. GEOS-5 is coupled to a catchment-based hydrologic model (Koster et al., 2000) and a
sophisticated multi-layer snow model (Stieglitz et al., 2001) that is coupled to the catchment hydrology.

2.1 Hydrodynamics

The finite-volume dynamical core has an extensive documentation in the open literature (e.g., Lin, 2004,
and references therein). The different implementation in GEOS-5 compared with GEOS-4 is merely a
technical computational issue of layout on processing elements. GEOS-5 uses a 2-D horizontal
decomposition.

2.2 Physics

The physics package includes four major groups of physical processes: moist processes, radiation,
turbulent mixing, and surface processes. Each of these in turn is subdivided into various components. The
radiation module includes longwave and shortwave radiation submodules. The turbulent mixing consists
of the vertical diffusion, planetary boundary layer parameterization, and gravity wave drag. The surface
processes provide surface fluxes obtained from land, ocean and sea ice models.

2.2.1 Moist Physics Parameterizations

In developing GEOS-5, attention has focused on the representation of moist processes. GEOS5 Moist
considers liquid and ice phases of cloud condensate. Two separate cloud “types” are also recognized
explicitly, with separate fraction and condensate variables kept for each type. The cloud types are
distinguished by their source. One type, which will be denoted “anvil” cloud, originates in detraining
convection. The second type, which is referred to as large-scale cloud, originates in a probability
distribution function (PDF) based condensation calculation. Once created, condensate and fraction from
the anvil and large-scale cloud types experience the same loss processes: evaporation, autoconversion,
sedimentation and accretion. Parameter settings may vary by type, but identical formulations are used.
Clouds associated with updraft cores are not treated prognostically, but rainfall from convective cores is
disposed of within GEOS5 Moist.



Table 2.2.1: Principal quantities appearing in the GEOS5 Moist physics package. Quantities labeled “input/output”
are AGCM prognostic fields that incur modifications due to moist processes. These fields are normally also
modified by other model processes, e.g., advection. Those labeled “internal” are not modified by processes outside
of GEOS5_Moist, and normally are not prognostic, that is, they are generated and disposed of within a single call to
GEOSS5 Moist. These fields are important in the internal dynamics of GEOSS5_ Moist but are normally not required
by other model processes. Fields labeled “output” are products of GEOS5 Moist for other GEOSS processes. These
are used but may not be modified by other processes.

Variable Description Status
u Zonal wind Input/output
v Meridional wind Input/output
T Air temperature Input/output
q Specific humidity Input/output
quis Liquid cloud condensate large scale source (LS) Input/output
qiis Frozen cloud condensate (LS) Input/output
| Gian Liquid cloud condensate anvil source (AN) Input/output
Gian Frozen cloud condensate (AN) Input/output
Jis Cloud fraction (LS) Input/output
Jan Cloud fraction (AN) Input/output
pbis Liquid precipitating condensate (LS) Internal
Qp.ils Frozen precipitating condensate (LS) Internal
qp.Lan Liquid precipitating condensate (AN) Internal
Qp.ian Frozen precipitating condensate (AN) Internal
Gecu Total (ice+liquid) cloud condensate in cumulus updrafts (CU) | Internal
p.ccu Total precipitating condensate (CU) Internal
qplcu Liquid precipitating condensate (CU) Internal
picu Frozen precipitating condensate (CU) Internal
Jeu Areal fraction of cumulus updrafts Internal
Qcu Mass flux in cumulus updrafts Internal
P, Surface flux of precipitation from cumulus updrafts Output
P, Surface flux of precipitation from anvils Output
Py Surface flux of precipitation from large scale clouds Output

The basic sequence of events in GEOS5 Moist is as follows. First, the convective parameterization,
Relaxed Arakawa-Schubert, or RAS (Moorthi and Suarez, 1992) is called. RAS estimates convective
mass fluxes for a sequence of idealized convective plumes. Each plume produces detraining fluxes of
mass and cloud condensate, as well as profiles of precipitating condensate. Adjustments to the
environmental profiles of u, v, T and ¢ are also calculated sequentially by each plume.

Next, the large-scale cloud condensate scheme (PrognoCloud) is called. PrognoCloud first takes the
detraining mass and condensate fluxes from RAS, if any exist, and adds them to the existing condensate
and fraction of the anvil cloud type. Next, large-scale condensation is estimated using a simple assumed
PDF of go. This step produces a new fraction and condensate for the large-scale cloud type. Freezing of
existing cloud condensate and partitioning of the new cloud condensate are also performed for both cloud

types.

After all sources of cloud condensate have been taken into account, four loss mechanisms are invoked: 1)
evaporation of condensate and fraction, 2) autoconversion of liquid or mixed phase condensate, 3)
sedimentation of frozen condensate, and 4) accretion of condensate by falling precipitation. Each of these
losses is applied to both anvil and statistical cloud types. The formulation of these terms is detailed below.



In addition to producing and disposing of condensate, PrognoCloud handles the fallout of autoconverted
(precipitating) condensate. Precipitating condensate is accumulated from the top down. In each model
layer a typical drop size, fall speed, and residence time is estimated. These parameters are used to
estimate re-evaporation of falling precipitation. The calculations are done separately for precipitation
originating from each of the two cloud types, as well as for convective core precipitation. A profile of
autoconverted condensate averaged over the grid-box within convective updrafts is one of the outputs of
RAS.

A schematic diagram of GEOS5 Moist is shown in Figure 2.2.1. Each process within GEOS5 Moist is
discussed in greater detail below.

PrognoCloud
» Adds RAS detraining mass and
condensate to anvil-type clouds
» PDF-based condensation
produces large-scale clouds

» Evaporation and autoconversion
remove fraction and condensate

« Estimates plume
mass fluxes

« Performs simple in-
cloud microphysics

q.’ T.
bq c,an

Outputs:

: ggg::ggg mass for anvil and large-scale clouds.
d t Precipitating condensate created

LrlesrEal * Precipitating condensates

+ Precipitating

accumulated re-evaporated from

condensate profile top down

Figure 2.2.1: Schematic of Moist processes in GEOS-5.

2.2.1.1 Convection

GEOSS5_Moist uses a modified version of the scheme described by Moorthi and Suarez (1992). As in
Moorthi and Suarez a sequence of linearly entraining plumes is considered with mass flux profiles given

by
Ok (2) = Por (1 + Ag2).

The entrainment parameter for the k-th plume, A, is determined by the choice of cloud base and cloud
detrainment level. The GEOS-5 implementation is flexible in this respect. The default is to take an
average of the two lowest model layers as the cloud-base layer. In GEOS-5 each model layer is tested,
starting from the model level near 100 hPa and moving down to the level above cloud base. A random
selection of plumes is also possible. However, this choice does not appear to have a major impact on
model behavior as long as roughly similar numbers of plumes are invoked.



Once cloud base, detrainment level, and A; have been chosen, a series of calculations is made for the
plume. A modified CAPE-based closure is used to determine the cloud base mass flux, ¢y. In addition to
determining ¢, and A; a steady-state profile of vertical velocity, wy, is determined for each plume as first
suggested by Sud and Walker (1999). The calculation of w; in GEOS-5 is simpler than that of Sud and
Walker: the buoyancy force is vertically integrated from cloud base to detrainment level to obtain a
velocity profile that is multiplied by an empirical tuning parameter:

Te=To 4,

Tp

This approximate approach is employed because of the severe limitations inherent in the plume/parcel
view of convection, including the neglect of pressure forces on the parcel.

_ Z
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Autoconversion of convective condensate, g.., to precipitating condensate, ¢,..., 1S also treated
following Sud and Walker (1999). Once an updraft velocity profile wy(z) is estimated for each plume, it
is used to derive time-scales Az,/wy for parcels rising through the plume. These time-scales are then
employed in simple temperature-dependent, Sundqvist-type expressions (Sundqvist, 1978) for
autoconversion:

e cuk q . Az,
c,cu,k —__

égpccuk éqC cu,k CO cuf(i) 1 -exp [ A —
T T ’ 2 2
qc,crit /f(l ) Wk

Here, Cp ., is a base autoconversion rate for condensate in convective plumes. It is multiplied by a
temperature dependent function f{7) specified below. The present model for the updraft velocity is much
simpler than that employed by Sud and Walker: the buoyancy force is integrated in the vertical and scaled
by a tunable parameter.

Each plume modifies the environmental 8 and g profiles. These modifications are felt by all subsequent
plumes invoked during the call. In addition to the modification of the background thermodynamic state,
the plumes detrain mass and condensate into the environment, so that net effects,

DM =YD, and DC=YDy dec.k »
k k

are obtained. DM and DC, the mass and condensate effects, respectively, are passed to PrognoCloud to

serve as sources for anvil cloud fraction and anvil cloud condensate. A net profile of precipitating

convective condensate,

Pras = E&ch,k ’
k

is also passed to PrognoCloud. Finally, an estimate of updraft areal fractions is made using the total mass
flux through each layer along with the local vertical velocity estimate.

2.2.1.2 Large-Scale Cloud Scheme

Source Terms for Cloud. As described earlier, the scheme distinguishes two types of cloud, that
produced by detraining convection and that produced by large-scale condensation. The first type will be
referred to as anvil cloud here and denoted by the subscript an. The second type, statistical or large-scale
clouds, will be denoted by the subscript Is.

Anvil Cloud. Anvil cloud condensate, ¢..,, and anvil cloud fraction, f,,, are updated straightforwardly
using DM and DC from RAS:



an = D%M and ‘SCIC,an = D%Az'

Large-Scale Condensation. Condensation is based on a PDF of total water as in Smith (1990) or
Rotstayn (1997). However, GEOS5 Moist uses a boxcar with a spread determined by the local saturation
humidity, gq.

The current cloud scheme can be interpreted as a prognostic PDF scheme with a bi-modal structure as
shown in Figure 2.2.2.
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Figure 2.2.2: Schematic diagram of the implicit bi-modal PDF structure in the GEOSS5 Moist cloud scheme. The
current scheme consists of a boxcar PDF in non-anvil regions added to a 3-function containing contributions from
detraining convection. In the symbols above, overbars refer to gridbox mean values.

Freezing and Melting of Cloud Condensate
Fresh (new) cloud condensate is partitioned initially according to temperature using,
0 T >Tjce

4
T-T
Jice(T) = (é) Tice > T > Tyljice
Tattice = Tice
10 T < Tallice

However, freezing progresses as long as the condensate remains in subfreezing temperatures. This
freezing is parameterized as a temperature-dependent linear loss term for liquid condensate,



) Jice(T)
di{ls,anyFRZ = ~4I{ls,an} ( .
TFRZ
Whenever T exceeds T, melting of condensate is assumed to occur instantly and completely. A single
ramped temperature-dependent saturation function is used for all calculations of saturation specific
humidities.

2.2.1.3 Destruction of Cloud

Destruction of cloud occurs in four ways: 1) evaporation “cloud munching”, 2) autoconversion of cloud
condensate to precipitating condensate, 3) sedimentation of and 4) accretion of cloud condensate onto
falling precipitation.

Evaporation Cloud (E.,) “Munching”
This mechanism is meant to represent destruction of cloud along edges in contact with cloud-free air. This
process is parameterized using a microphysical expression from Del Genio et al. (1996),

1-U

where U is an environmental relative humidity, ¢, is the cloud condensate mixing ratio, . is the cloud
droplet radius derived from an assumed number density, and 4 and B are temperature-dependent
microphysical parameters. In GEOS-5 this loss is applied only to the anvil type.

Autoconversion of Liquid and Mixed Phase Cloud (A.)
This is parameterized using the same Sundqvist-type formulation as used in the convective
parameterization:
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Figure 2.2.3: “Sundqvist-factor” controlling low-temperature autoconversion.

The same temperature-dependent factor f(7) is used for Is and an clouds. The behavior of f(7) is shown
in Figure 2.2.3. The increase below 273K represents accelerated production of precipitation in mixed-



phase clouds. The choice of this function is largely empirical. Destruction of cloud fraction by
autoconversion is not considered.

Rapid conversion or fallout of frozen ice crystals is handled explicitly using the sedimentation
formulation described next.

Sedimentation of Ice Cloud (S.)

This is parameterized using cirrus ice fall speeds given by Lawrence and Crutzen (1998). However,
instead using their regime division based on latitude, their expression for tropical cirrus is assigned to
anvil clouds, and their mid-latitude form is assigned to large-scale clouds:

2
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A simple one-way advection is used to represent the transition of ice cloud particles to sedimenting
particles - the “fall through” approximation (e.g., Le Treut et al., 1994):
Wr Ji{ls,an}

Az
with empirically tuned parameters Cgys .. This approximation is known to overestimate production of
frozen precipitation in other models (Rotstayn, 1997).

Se ==Cs{is,an} i {Is, an}

Fallout and Re-evaporation of Precipitation and Accretion of Cloud Condensate

All precipitation, including that produced within convective plumes, is finally disposed of in
PrognoCloud. Three streams of precipitation, each with two phases, are considered: liquid and frozen
precipitating condensate from /s clouds - g, ;; and g,,;; liquid and frozen precipitating condensate from
an clouds - g, and g, 4, and liquid and frozen precipitating condensate from convective plumes (cu) -
qp,icu and dp,lcu-

The inputs to the subroutine are mixing ratios of precipitating condensate. The precipitating condensate in
each stream and phase is accumulated from the top assuming complete fallout to obtain the downward
flux of precipitation at level k, P’y (k). To account for subgridscale variability in precipitation this flux is
scaled by a “shower area factor”, A, defined below, P's = Phox — Ax". This scaled flux is then used to
estimate a typical drop size r, using the Marshall-Palmer distribution. The quantity 7, is used to estimate
precipitation fall velocities Wy, and ventilation factors Ve for the precipitation. These are now used along
with the vertical thickness of layer k to estimate the fractional re-evaporation of precipitating condensate
during its passage through the layer.

The shower area factor A, is calculated slightly differently for convective and non-convective
precipitation. For convective precipitation a weighted vertical mean of the updraft areal fraction is used.
For non-convective precipitation, ¢,., and ¢,;, a similar weighted mean is calculated using the
corresponding cloud fraction in place of updraft area fraction. The parameter Ej; the “exposed fraction”,
represents the fraction of precipitation exposed to grid-box mean values of relative humidity, as opposed
to the shielded fraction S, = /-E, which falls through a saturated cloudy environment (Figure 2.2.4). For
non-convective precipitation we assume £,=/. For convective precipitation a shear-dependent exposure is
assumed.
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Figure 2.2.4: Schematic diagram of geometry assumed in rain re-evaporation calculation.

The change in precipitating condensate calculated within the re-evaporation subroutine is given by:

1-U Az
0q, =-Cg pVe 54 ( ]

Accretion is parameterized simply using a Sundqvist-style expression as in Del Genio et al. (1996) or Sud
and Walker (1999).

2.2.2 Radiation

The radiative transfer model used in GEOS-5 is one developed at the Goddard Climate and Radiation
Branch. It has been integrated into various atmospheric models including the GEOS-5 AGCM, a
mesoscale model, and a cloud ensemble model (Tao et al., 1996).

2.2.2.2 The Shortwave Spectrum

The solar radiation model is documented in Chou and Suarez (1999). It includes the absorption due to
water vapor, O;, O,, CO,, clouds, and aerosols. Interactions among the absorption and scattering by
clouds, aerosols, molecules (Rayleigh scattering), and the surface are fully taken into account. Fluxes are
integrated over almost the entire spectrum, from 0.175 um to 10 wm.

Depending upon the nature of absorption, different approaches are applied to different absorbers. Table
2.2.2 shows the spectral bands of the solar radiation model. There are eight bands in the ultraviolet and
visible region (v > 14280 cm™) and three bands in the infrared region (v < 14280 cm™). Also shown in the
table are the absorbers and scatterers included in the calculation of solar fluxes in each band. The first
eight bands involve the O; absorption and Rayleigh scattering. Band 8 also includes the weak absorption
due to water vapor. Single values of the O3 absorption coefficient, the water vapor absorption coefficient,
and Rayleigh scattering coefficient are used in each of the 8 bands. Bands 9-11 include the water vapor
absorption and Rayleigh scattering. Water vapor absorption in these bands is significant, and the k-
distribution method is used. Band 9 also includes the weak O; absorption. The O; absorption in this band
is folded into the absorption in Band 8. The absorption due to O, and CO; is of secondary importance but



occurs in wide spectral ranges. Different approaches which compute only the reduction in fluxes are used.
Clouds and aerosols are included in all bands.

Table 2.2.2: Spectral bands, gaseous absorption and Rayleigh scattering in the broadband shortwave radiation
parameterization. Clouds and aerosols are included in all bands.

Band 1 Spectral Range Absorber/Scatterer
(cm™) wm
1 44440-57140 0.175-0.225 O
Rayleigh
) 40820-44440 0.225-0.245 0O;
35700-38460 0.260-0.280 Rayleigh
3 38460-40820 0.245-0.260 Os .
Rayleigh
4 33900-35700 0.280-0.295 Os .
Rayleigh
5 32260-33900 0.295-0.310 Os .
Rayleigh
6 31250-32260 0.310-0.320 Os .
Rayleigh
7 25000-31250 0.320-0.400 Os .
Rayleigh
8 14280-25000 0.400-0.700 Os, HZ.O
Rayleigh
H,O
9 8200-14280 0.70-1.22 O5*
Rayleigh
H,O
10 4400-8200 1.22-2.27 Rayleigh
11 1000-4400 2.27-10.0 H,0
0,
Total Spectrum CO,

* O3 absorption is folded into Band 8.

Reflection and transmission of a cloud and aerosol-laden layer are computed using the §-Eddington
approximation. Fluxes are then computed using the two-stream adding approximation. For a cloud layer,
the optical thickness is parameterized as a function of cloud water/ice amount and the effective particle
size, whereas the single-scattering albedo and asymmetry factor are parameterized as a function of the
effective particle size. Parameterizations are applied separately to water and ice particles. A maximum-
random approximation, a combination of maximum and random cloud overlapping schemes, is adopted
for the overlapping of clouds at different heights.

Aerosol optical properties are specified input parameters, as is the surface albedo which is specified
separately for the UV and PAR region and the infrared. It is also separately specified for direct and

diffuse fluxes. Hence, a set of four surface albedos must be specified as input to the radiation routine.

A special feature of this model is that absorption due to a number of minor absorption bands is included.
Individually the absorption in those minor bands is small, but collectively the effect is large, about 10%
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of the atmospheric heating. Integrated over all spectral bands and all absorbers, the surface heating is
computed accurately to within a few watts per meter squared of high spectral-resolution calculations, and
the atmospheric heating rate between 0.01 hPa and the surface is accurate to within 5%.

2.2.2.2 The Thermal Infrared Spectrum

The longwave radiation model is documented in Chou et al. (2001). The parameterization includes the
absorption due to major gaseous absorption (water vapor, CO,, O3) and most of the minor trace gases
(N,O, CH4, CFC's), as well as clouds and aerosols with optical properties specified as input parameters.
The thermal infrared spectrum is divided into nine bands and a sub-band. Table 2.2.3 shows the spectral
ranges for these 10 bands, together with the absorbers involved in each band. The water vapor line
absorption covers the entire IR spectrum, while the water vapor continuum absorption is included in the
540-1380 cm’™' spectral region. The absorption due to CO; is included in the 540-800 cm™' region, and the
absorption due to O; is included in the 980-1100 cm™ region. The minor absorption due to CHs, N,O,
CFC's, and CO, is scattered between 800 cm™ and 1380 cm™ region in Bands 4-7. The absorption due to
N;O in the 17um region is included in sub-band 3a and is identified as Band 10.

Chou et al. (2001) approximates the band-integrated downward and upward longwave fluxes as:

! &T‘ 9 ' !
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B, (0) is the Planck flux, 7, (p,p’) is the flux transmittance for isotropic radiation, B;(0) = [ Av; B, (0),

g; 1s the surface emissivity, pg is the surface pressure, 60 is the Earth’s surface skin temperature, and 6
is a typical value of the atmospheric temperature, set to 250K. The spectrally integrated Planck fluxes
were pre-computed for each band and then fit with a fifth-degree polynomial in temperature. When
integrated over all bands, errors in this regression are negligible (< 0.1%) for 150K < 6< 350K. The
regression coefficients are given in Chou et al. (2001).

The polynomial approximation is used to calculate sensitivity of the upward fluxes to the surface
temperature. Since the longwave radiation parameterization is called less often than the boundary layer
and land surface parameterizations, all fluxes are linearized about the surface temperature at the
beginning of the radiation interval, and radiative heating rates are recomputed based on this linearization
at each time step.

To achieve a high degree of accuracy and speed, various approaches of computing the transmission
function are applied to different spectral bands and gases. The gaseous transmission function is computed
either using the k-distribution method or the table look-up method. Table 2.2.3 shows the bands, the
absorbers, and the method used to compute transmission in each band.

To include the effect of scattering due to clouds and aerosols, the optical thickness is scaled by the single-
scattering albedo and asymmetry factor. The optical thickness, the single-scattering albedo, and the
asymmetry factor of clouds are parameterized as functions of the ice and water content and the particle
size. The aerosol amounts are specified input parameters together with a function that computes optical
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thickness, single-scattering albedo, and asymmetry factor for each aerosol and each of the 10 bands at
every atmospheric layer. The aerosols used in GEOS-5 correspond to the 15 species of dust, carbon,
sulfate, and sea-salt currently used in the Goddard Chemistry Aerosol, Radiation, and Transport
(GOCART) aerosol model (Chin et al., 2002). These can be produced by the GOCART model or read in
as specified 4-dimensional distributions. The parameterization can accurately compute fluxes to within
1% of the high spectral-resolution line-by-line calculations. The cooling rate can be accurately computed
in the region extending from the surface to the 0.01-hPa level.

Table 2.2.3: Spectral bands, absorbers, and transmittance parameterizations.

Spectral Range Transmit.tanc.e
Band (cm'l) Absorber Parameterization
Method

1 0-340 H,O0 line T

2 340-540 H,O line T

3a 540-620 H,0, CO; line T

3b 620-720 H,O continuum C

3¢ 720-800
H,O line K

4 800-980 H,O continuum C
CO,, F11,F12, F22 K
HzO line, COQ, F11 K

5 980-1100 H,O continuum C
(OR T
H,O line K

6 1100-1215 H,O continuum C
H,0, CH,4, F12, F22 K
HzO line, NZO, CH4 K

7 1215-1380 H,O continuum C

8 1380-1900 H,O line T

9 1900-3000 H,O line H
HzO line, COQ, NZO K

10 >40-620 H,O continuum C

K: k-distribution method with linear pressure scaling.
T: Table look-up with temperature and pressure scaling.
C: One-parameter temperature scaling for water vapor continuum absorption.

In GEOS-5 cloud properties and amounts are predicted at each model layer. In the radiation code, the
layer clouds are grouped into three height ranges: high, middle and low, separated approximately by 400
hPa and 700 hPa pressure levels. Clouds in layers within each height group are assumed maximally
overlapped, and clouds among the three height groups are assumed randomly overlapped. Different types
of aerosols are allowed to co-exist in a layer. The total effective optical thickness, single-scattering
albedo, and asymmetry factor of a layer are computed similarly to those of clouds.

2.2.3 Turbulent Mixing
The free atmospheric turbulent diffusivities are based on the gradient Richardson number.

Two atmospheric boundary-layer turbulent mixing schemes are used. The Louis et al. (1982) scheme is

used in stable situations with no or weakly-cooling planetary boundary layer (PBL) cloud. The Lock et
al. (2000) scheme is used for unstable or cloud-topped PBLs. The latter scheme includes a representation
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of non-local mixing (driven by both surface fluxes and cloud-top processes) in unstable layers, either
coupled to or decoupled from the surface, and an explicit entrainment parameterization. The scheme is
formulated in the moist conserved variables 0,, the liquid—frozen water potential temperature, and g,, the
specific total water content, so that it can treat both dry and cloudy layers. In GEOS-5, the scheme is
extended so that unstable surface parcel calculations include moist heating and entrainment.

GEOS-5 incorporates two gravity wave drag parameterizations, an orographic gravity wave drag
formulation based on McFarlane (1987), and a formulation for non-orographic waves based on Garcia
and Boville (1994).

The mountain waves are forced by the sub-grid orographic variability, h' = sqrt ( avg( [ h- avg(h) ]2) ),
where avg() denotes an average over the scale of gridbox. The terrain data, h(x,y), is from the GTOPO30
data (http://edc.usgs.gov/products/elevation/gtopo30/gtopo30.html), with approximately 1 km resolution.
The smallest scales (< 10km) are not used to force gravity waves, but enter into an orographic form drag
used in the turbulence. The nominal gravity amplitude at the surface is given by MIN(h', U/N), where U is
the surface wind speed and N is the low level stratification frequency.

The non-orographic waves, important in the stratosphere and mesosphere, are launched at 100 hPa.
GEOS-5 uses an 8 wave-spectrum, with waves at phase speeds of 10, 20, 30 and 40 ms" in both
directions with respect to the wind at launch level. Their amplitude depends on their phase speed in a
Gaussian way, ~ exp( ( -¢ / 30)* ). The amplitude is modified according to latitude, ranging from full
amplitude in both polar regions (90-45 latitude bands) and dropping to 0.2 of the base amplitude in the
tropics (20°S-20°N). The base amplitude, i.e., a wave with ¢ approaching 0 near the poles, is 6.4¢” Nm™.

2.2.4 Chemical Species
2.2.4.1 The Ozone Model

Rather than transporting ozone (Os), the GEOS-5 model transports the odd-oxygen family:
Ox = 05 + OCP) + O('D).

The chemical change in Ox is computed by
Ox(t+dt)y=(Ox*+Pdt)/(1+Ldt),

where ¢ is time, P is the Ox production rate, L is the Ox loss frequency, and Ox* is the intermediate Ox
field that includes effects of transport and turbulent processes. Zonally-invariant and monthly-averaged
coefficients P and L are used, as generated by the Goddard two-dimensional chemistry and transport
model with surface source gas boundary conditions for the year 2000 (Fleming et al., 2001).

Ozone is derived from Ox. Os is specified to be equal to Ox for pressure higher than 1 hPa. At pressures
lower than 1 hPa, Os; is specified as equal to Ox during the nighttime and as

05 = Ox exp[-1.5(logio p)°],
in the daytime, where p is pressure in hPa. This relation is an empirical fit to equatorial daytime Os/Ox
ratios in a simulation that utilized a complete stratosphere-mesosphere chemistry mechanism. The diurnal
ozone variation is due to fast ozone photolysis and subsequent recombination during nighttime in the

mesosphere.

To avoid development of a low ozone bias in the upper stratosphere in GEOS-5, Ox production rates are
adjusted following Stajner et al. (2004). The Ox production rates are modified so that the ozone chemical
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balance (which is P/L in the stratosphere) agrees with ozone climatologies from the Upper Atmosphere
Research Satellite data (http://hyperion.gsfc.nasa.gov/Public/Analysis/UARS/urap/home.html) and SBUV
data (Langematz, 2000).

2.2.4.2 Other Constituents

The other radiatively active species, methane (CHy), nitrous oxide (N,O), chlorofluorocarbons (CFC-11,
CFC-12), hydrochlorofluorocarbon (HCFC-22), and stratospheric water vapor (H,O) are specified from
the steady-state climatology of the Goddard two-dimensional chemistry and transport model, which
employed surface source gas boundary conditions from 2000.

2.2.5 Surface Processes

The surface exchange of heat, moisture and momentum between the atmosphere and land, ocean or sea
ice surfaces are treated with a bulk exchange formulation based on Monin-Obukhov similarity theory.
GEOS-5 employs specified distributions of sea surface temperatures and sea ice, either from an observed
weekly/monthly mean time series or annually repeating climatological mean. The sea ice distribution is
prescribed.

2.2.6 The Catchment Land Surface Model

GEOS-5 is coupled to a catchment-based hydrologic model (Koster et al., 2000) and a sophisticated
multi-layer snow model (Stieglitz et al., 2001).

2.2.6.1 Overview

The one-dimensional "layered" framework used by traditional land surface models (LSMs) is arguably
not amenable to an adequate treatment of runoff generation or subsurface soil moisture movement, since
both processes in nature are largely controlled by spatial heterogeneity in soil moisture. The development
of the GMAO Catchment LSM (Koster et al., 2000, Ducharne et al., 2000) is an attempt to improve
treatment of the subgrid horizontal structure of land surface hydrological processes. In this LSM, subgrid
heterogeneity in surface moisture state is treated statistically, since computational constraints (now and in
the foreseeable future) prevent its explicit resolution. Nevertheless, the applied distributions are related
sensibly to the topography, which exerts a major control over much of the subgrid variability.

2.2.6.2 Modeling Approach

The approach is illustrated in Figure 2.2.5, which shows three different levels of the (shallow) water table
and the associated partitioning of the surface into three regions: (1) a saturated region, from which
evaporation occurs with no water stress and over which rainfall is immediately converted to surface
runoff, (2) a subsaturated region, from which transpiration occurs with limited water stress and over
which rainwater infiltrates the soil, and (3) a “wilting” region, in which the water stress shuts down the
transpiration completely. The relative areas of these regions, which vary in time, are unique functions of
the local topography and the values of the Catchment LSM's three water prognostic variables. By
continually partitioning the catchment into hydrologically distinct regimes and then applying different
runoff and evaporation physics in the different regimes, the Catchment LSM should, at least in principle,
produce a more realistic simulation of areally-averaged surface energy and water processes.
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Figure 2.2.5: Separation of the catchment area into hydrological regimes.

The soil water prognostic variables used by the Catchment LSM are “non-traditional” in that they are not
strictly associated with soil layers. The main variable, the “catchment deficit”, describes the equilibrium
water table distribution and the associated distribution of the equilibrium soil moisture profiles in the
overlying vadose zone. The second variable describes the degree to which the root zone is out of
equilibrium with the catchment deficit, and the third describes the degree to which the near-surface
moisture is out of equilibrium with the other two variables. The water transfer between the three variables
and the baseflow flux out of the system are controlled in part by the local topography.

The model's other prognostic variables include an interception reservoir water content, a surface
temperature, and the heat contents of six subsurface soil layers, from which time-varying vertical profiles
of soil temperature over several meters can be derived. The model allows explicit vegetation control over
the computed surface energy and water balances, with environmental stresses (high temperatures, dry soil,
etc.) acting to increase canopy resistance and thus decrease transpiration. Six fundamentally different
types of vegetation are considered in the current version of the Catchment LSM: broadleaf evergreen
trees, broadleaf deciduous trees, needleleaf trees, grassland, shrubs, and tundra vegetation. Bare soil
evaporation, transpiration, and interception loss occur in parallel. The energy balance formulations in the
model (again, applied separately in each hydrological regime) were derived in large part from the Mosaic
land surface model (Koster and Suarez, 1996), which in turn borrowed heavily from the SiB model of
Sellers et al. (1986) for the transpiration calculation.

Snow is modeled using three prognostic variables (heat content, snow water equivalent, and snow depth)
in each of three layers (Stieglitz et al., 2001). The melting and refreezing of snow, snow compaction,
liquid water retention, and the impact of snow density on thermal conductivity and albedo are explicitly
treated.
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2.2.6.3 Implementation in GEOS-5

The Catchment LSM's implementation into the GEOS-5 system involves the “tiling” of a surface grid cell
into a number of independent and irregularly shaped hydrological “catchment” elements. The catchment
boundaries are derived from a 30-arc-second resolution (approximately 1 km) digital elevation model
(DEM) provided by the U.S. Geological Survey. The delineation procedure considers network topology
and drainage area (Verdin and Jenson, 1996; Verdin and Verdin, 1999) along with the application of
ordering rules associated with a catchment coding system. For computational efficiency, and to take
advantage of resolved heterogeneity in atmospheric forcing, catchments that straddle adjacent grid cells
are separated into independent adjoining catchments, one in each grid cell. Runoffs produced by these
artificially separated catchments can be combined into a single runoff that can then be routed across the
continent.

Global distributions are needed for a number of model parameters. The global HYDROI1K data set
produced by the U.S. Geological Survey provided the distributions of compound topographic index
needed to compute, within each catchment element, the parameters that control the shape of the shallow
water table (using a TOPMODEL-type construct). Global soil texture information is derived from a 5-
minute data set assembled by Reynolds et al. (1999). Global seasonal climatologies of leaf area index and
greenness fraction are taken from AVHRR-based data generated at the University of Wales and compiled
by the Global Soil Wetness Project (Dirmeyer et al., 2006). Global distributions of vegetation type are
taken from http://edcsnsl7.cr.usgs.gov/glec/globdoc2 0.html, the Earth Resources Observation and
Science website. GEOS-5 uses a two-stream approximation that lets snow-free albedo (for the visible and
near-infrared bands) vary with solar incidence angle, but the values so produced are scaled so that they
are consistent, on the monthly time scale, with the snow-free albedos produced by Moody et al. (2005)
from MODIS data. Global surface emissivity data are taken from Wilbur et al. (1999).

2.2.6.4 Testing of the Catchment LSM

Various incarnations of the Catchment LSM have been evaluated extensively against observations
through participation in the PILPS-2e project (Bowling et al., 2003), the Rhone-AGG project (Boone et
al., 2006), and the second phase of the Global Soil Wetness Project (Dirmeyer et al., 2006). In addition,
the Catchment LSM has proven to be an effective host for a soil moisture data assimilation system
(Reichle and Koster, 2005; Reichle et al., 2007).

2.3 Specific Implementation for GEOS-5.0.1, GEOS-5.1.0, and GEOS-5.2.0.

The GCM used in GEOS-5.0.1 has a 0.5° latitude by 0.625° longitude horizontal resolution, with the
prognostic variables discretized on a staggered D-grid (Figure 2.3.1). There are 72 vertical layers from the
surface to 0.01 hPa. This system has an effective time step of 30 minutes, which is the time step of its
physics parameterization (although the dynamics time step is considerably shorter). The primary variables
are: wind components (u,v); scaled virtual potential temperature (6*=T,/p"); pressure thickness (of the
Lagrangian control volume, p); and specific humidity (g).
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Figure 2.3.1: Lagrangian control volume and state variables for the GEOS-5 AGCM.

2.3.1 Ancillary Initial and Boundary Data

A climatological aerosol distribution is used (Colarco et al., 2008). The model uses either a climatological
ozone distribution or (in DAS mode) the ozone analysis generated from the DAS. The surface orography
and its sub-grid scale standard deviation were derived from the 30-second US Geological Survey Global
Topographic Data (GTOPO30). An area-preserving algorithm is used to map the high-resolution
GTOPO30 data set to model resolutions. The sea surface temperature and sea ice concentrations are
derived from the weekly 1° Reynolds sea surface temperature (ERSST) version 2 (Reynolds et al., 2002).
They are updated every time step using linear interpolation in time. GEOS-5 also employs an option to
nudge the stratospheric water vapor to the zonal mean climatological HALOE (Halogen Occultation
Experiment) (Randel et al., 1998) and MLS (Microwave Limb Sounder) water vapor data.

2.3.2 The Model Grid

The GEOS-5 terrain-following Lagrangian control volume (lcv) coordinates are similar to an eta
coordinate system. The model output and many of the GEOS-5.0.1 products are lcv products. The
products include the full three-dimensional pressure variables at both layer centers (PLj;) and layer edges
(PLEj;). The pressures reported are on a hybrid-sigma coordinate. Indexing in the vertical starts at the top,
i.e., lcv layer 1 is the layer at the top of the atmosphere; lcv layer 72 is adjacent to the earth’s surface.
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3. The GEOS-5 Analysis

At the heart of the DAS is the analysis itself. The analysis combines information from irregularly
distributed observations with a model state in such a way as to minimize a specified cost function. The
model state (the background used for the analysis first guess) is obtained from a forecast initialized from a
previous analysis. The weights assigned to each contribution to this combination depend on the specified
error (or uncertainty) statistics for each of the observations and the model background. The GEOS-5 DAS
uses the GSI analysis solver developed at NCEP. Other essential components are the quality-control
software and the Radiative Transfer Model (RTM) needed for the radiance assimilation. The GSI is
coupled to the Community Radiative Transfer Model (CRTM) developed through the JCSDA. For the
stratospheric sounding unit (SSU) data used in MERRA, the GSI has been coupled to the GLATOVS
RTM.

Some details of the GSI are presented in Section 3.1. The background (model forecast) error statistics are
discussed in Section 3.2. The observation streams and their error characteristics are presented in Section
3.3. The RTMs are presented in Section 3.4. Information pertaining to the implementation of the analysis
for versions 5.0.1 and 5.1.0/5.2.0 of GEOS-5 is given in section 3.2.5.

3.1 The GSI Solver

The GSI solver was developed at NCEP to support their unified 3D-Var analysis system for global and
regional models. The GSI builds upon the Spectral Statistical Interpolation (SSI) analysis which is
documented at http://www.emc.ncep.noaa.gov/gmb/gdas/. The analysis variables are defined in grid space
and recursive filters are the basic building blocks used to create background error covariance structures
(Derber et al., 2003). The implementation uses the recursive filters to produce approximately Gaussian
smoothing kernels and isotropic correlation functions (Wu et al., 2002). By superposition of Gaussian
kernels with different length scales it is possible to generate non-Gaussian shapes, and generally to
implement a large class of flow-dependent inhomogeneous background error covariance models (Purser
et al., 2003a,b).

The variational analysis, x,, is obtained by minimizing the scalar cost function
T -1 T -1
J(x) = (x-xp) B (x-xp) + [y—-h(x)] " [E+F] " [y-h(x)]+Jc

with respect to the control vector, x. The background, x;, represents a prior estimate of x and B is its
expected error covariance. The vector y contains the available observations, the operator (also called the
forward model) h(x) simulates these observations from x, and £+F=R contains the expected observation
error covariances, including both instrument and representativeness errors. Jc represents additional
constraints that can be imposed, such as mass-wind balance and moisture constraints.

The control vector or set of analysis variables, x, represents the atmospheric state at the central point in a
6-hour time window as well as predictor coefficients used for radiance bias correction (Derber and Wu,
1998; Dee, 2004, 2005) and surface temperatures used to correct model deficiencies at radiance data
locations (Simmons, 2000). The forward model /(x) transforms the model variables into pseudo-
observations. The pseudo-observation value at the observation time is obtained by linear interpolation
using background states provided at the analysis time and 3 hours before or after the analysis time. The
forward model can be as simple as interpolation from model grid point to the observation location, or as
complex as a radiative transfer model for satellite observations.
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To accommodate nonlinear operators /4 (e.g., precipitation, wind speed, penalties on g for supersaturation
and negative values), J(x) is minimized using an incremental strategy (Courtier et al., 1994) in which the
problem is repeatedly linearized about an updated current solution (the outer loop). In the first outer loop
iteration, the current solution is the 6-hour forecast. In later iterations, the current solution is the result
from the previous iteration. Currently, only two outer loops are performed due to computational
considerations.

A pre-conditioned conjugate gradient algorithm (the inner loop) is used to minimize the resulting
quadratic cost function for the increments. The conjugate gradient algorithm requires the gradient of J
with respect to the analysis variables. The gradient is evaluated using the adjoint of the transformation of
the analysis variables into the observation variables.

The control variables, x, are:
(/3 stream function contribution to wind

Xunbar:  Unbalanced velocity potential function
Tuwa: unbalanced temperature

Puba:  unbalanced surface pressure

q: moisture

Cw: cloud water

O;s: ozone

and coefficients for the bias correction of the satellite radiance data.

The balanced part of the temperature is defined by Ty, = G, where G is an empirical matrix that projects
increments of stream function at one level to a vertical profile of the balanced part of the temperature
increments. G is latitude dependent. The balanced part of the velocity potential is defined as y,u = ¢ ¥,
where the coefficient c is function of latitude and height. The explained variance for balanced temperature
and velocity potential as a function of height at 60°N is shown in Figure 3.1.1. The balanced part of the
surface pressure increment is defined as P,,; = Wi, where the vector W integrates the appropriate
contribution of the stream function from each level. The explained variance of the balanced surface
pressure calculated in this manner is shown as a function of latitude in Figure 3.1.2.
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Figure 3.1.1: The explained variance of the balanced part of temperature (red curve) and velocity potential (green
curve) at 60°N used in GEOS-5.0.1 (left) and GEOS-5.1.0 (right). The balanced velocity potential is largest at the
surface to include a surface friction effect.
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Figure 3.1.2: The explained variance of the balanced surface pressure as a function of latitude.

The updated (analyzed) fields are: zonal and meridional wind components (u,v), temperature (T),
moisture (¢), cloud water (c,,), ozone (Oj3), surface pressure (ps), surface temperature (Ty,). The analyzed
wind components are calculated from the stream function and velocity potential.

3.2 The Treatment of Satellite Radiance Data

Satellite data have become an essential part of the observing system. They represent by far the largest
volume of data ingested into operational NWP assimilation systems and their use in these systems has a
measurable positive impact on forecast skill scores, especially in the Southern Hemisphere.

The analysis procedures for satellite radiance data are presented in Derber and Wu (1998) and McNally et
al. (2000). As input to the surface emissivity calculation and the radiative transfer calculation of /(x), the
background profiles of temperature, moisture (mixing ratio) and ozone (mixing ratio), and the surface
temperature and 10-m wind speed are interpolated to the observation location and the pressure levels used
by the radiative transfer scheme. Based on this information and the surface type, the radiative transfer
code generates a pseudo-observation of brightness temperature and the Jacobian matrix needed for the
minimization.

3.2.1 Data Thinning

The large volume of satellite data and the expense of including them in analyses forces a subsetting or
thinning of these observations prior to assimilation. In addition, the errors implied by the combined
observation and radiative-transfer error covariance matrix should be correlated both between adjacent
observations and between channels of the same sounding. In practice, it is difficult to estimate these
correlations; therefore, the observation errors are assumed to be un-correlated and this matrix is diagonal.
In the GSI, the thinning strategy is defined by a specified resolution for each instrument type, the
likelihood of the observation passing a quality control (QC) window check, the underlying surface
properties, the difference between the observation time and the analysis time, and the distance between
the observation location and the center of the analysis grid box. The size of the thinning box for each
instrument type is summarized in Table 3.2.1.
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Table 3.2.1: The sizes of the observation thinning box used in the GSI for different instrument types.

Instrument | AMSU-A | AMSU-B/MHS HIRS/AIRS SSM/I SSU
Type GOES Sounder/Imager
Thinning 145 km 240 km 180 km 160 km 200 km
Box Size

3.2.2 Satellite Data Bias Correction

Substantial biases are evident when satellite data are compared to the pseudo-observations derived from
the background model [e.g., Eyre et al., 1993]. These biases may be due to bias in the background fields,
or to errors in ground processing or in the forward processing (e.g., radiative transfer), residual
contamination of the observations from cloud, instrument calibration errors, or inaccurate specification of
instrument spectral response filters. Derber and Wu (1998) ascribe the dominant sources of these biases to
ground processing errors and uncertainties in the radiative transfer calculation.

The biases vary spatially and depend on other satellite parameters such as the local zenith angle. For
many channels, the mean value of the bias (calculated as the difference between the observed radiance
(O) and that (F) calculated from the model background) is large relative to the instrument noise. It is
therefore necessary to apply corrections either before the radiances are used in the assimilation or during
the assimilation procedure. The latter approach, termed adaptive bias correction, has the advantage that
the system automatically adjusts the bias estimate for the satellite data so as to maintain consistency with
all available information, i.e., both the model background and all other observations. One of the
disadvantages of this method is the possibility that the model bias will become incorporated in the
coefficients and feed back into the system and amplify the model bias.

Dee (2005) describes the bias estimation procedure as follows. Bias parameters are estimated along with
the model state in a variational analysis by augmenting the control vector with those bias parameters. To
be explicit, the cost function of Section 3.1 can be written as

J(x) = (x=xp)T Bl (x-xp) +(b-b, )TBﬁl(b—bb)+ [y =h(x)=bx,0)] T R~ [y = h(x)- b(x,b) ] +J .

The errors in the background estimate for the predictor coefficients, B, are generally correlated with the
errors in the state estimate because they depend on the same data, however, because of lack of
information, the cross-covariance in the GSI implementation is assumed to be zero giving the form of the
cost function above.

The implementation in the GSI relies on linear predictor models so that the bias model included in the
forward model is

Np

b(x.b) = 3 Bipi(x),

i=0
where b is the bias model and the p; are the predictors. Only a few predictors are used in order not to over-
fit the biases, but the predictor coefficients for each channel and each sensor are allowed to be different.
In the GSI, py is a constant and the other predictors are: scan angle, lapse rate, lapse rate squared and (for
microwave instruments) cloud liquid water. The predictors are scaled so that the same background error
variance is used for each coefficient. A bias estimate is made for each scan position (for GOES it is for
each integer local zenith angle). The total number of radiance bias parameters included in the system is
roughly N = N, xN; x N, where N, is the number of predictors used, N is the number of sensors being
assimilated, and NV, is the number of channels per sensor.
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The background estimate for 8 is the estimate obtained from the previous analysis. The bias estimates
spin up to a stable estimate fairly quickly, viz., a few days. In GEOS-5, new satellite data are only
introduced after a two-week passive assimilation used to estimate the bias parameters.

Figure 3.2.1a gives an example of the observation minus forecast calculation of the brightness
temperature (i.e., O-F) for AIRS channel 1756 (wavenumber 1524.35¢cm™) without bias correction. This
channel is sensitive to upper tropospheric humidity and the bias has large variation globally. The
associated weighting function for this channel is also shown (Figure 3.2.1b). The bias in radiance data
also varies with scan angle. The bias across scan angle is commonly detected in AMSU-A data. Figure
3.2.2 shows such bias for Channel 12 (57.3GHz) of AMSU-A on NOAA-15 and EOS/Aqua respectively.

OMF wo/ Bias Comection (°k)  AQUA AIRS 20050621 0BZ
*{ Assimilated éc:) Accepted  ¢S00_tst O3 ,mRS,mU? th ,1755
(a) B i H . .0 % .. o (b)
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I | R ——
L |
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Figure 3.2.1: (a) The difference between the observed (without bias correction) and the calculated brightness
temperature from the NWP model background (O-F), and (b) the normalized weighting function for AIRS moisture
channel 1756.
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(a)
Figure 3.2.2 Examples of AMSU-A mean (upper panels) and standard deviation (lower panel)s of O-F values across
the scan angles for (a) NOAA-15 and (b) Aqua. The red curve indicates O-F values before bias correction and the

green curve shows O-F values after bias correction. The blue curve is the difference between observed and the
calculated brightness temperature from the analysis.
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Figure 3.2.3: O-F maps for Aqua AMSU-A channel 8 data (a) before bias correction, and (b) after bias correction.
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Figure 3.2.4: Global mean and standard deviation of O-F values before (left panels) and after (right panels) bias
correction for each channel are shown for (a) Aqua AMSU-A and (b) NOAA-17 HIRS3.
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Figure 3.2.5: (a) Example of coefficients used in the variational bias correction and (b) the contributions to the bias
correction for AQUA EOS AMSU-A channel 12.
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Examples of the O-F values for channel 8 from EOS AMSU-A on board Aqua before and after the bias
correction are show in Figure 3.2.3. Global averaged O-F values for each channel on EOS AMSU-A
before and after the bias correction are shown in Figure 3.2.4. These examples indicate that the biases
were eliminated by the variation bias correction scheme effectively. Any systematic components of the O-
Fs that are not explained by these predictors are left in the data and are assumed to be systematic forecast
model error. Examples of the bias correction coefficients for NOAA-15 AMSU-A channel 15 are shown
in Figure 3.2.5a, and each term contributing to the bias correction in Figure 3.2.5b.

3.2.3 Ozone Channels

AIRS ozone channels around 9.6 pm are not actively assimilated. Ozone increments generated from the
assimilation of other radiance data are not used in GEOS-5. This choice was made to avoid systematic
ozone analysis increments from radiance data. Experience was that use of these increments led to
unrealistic ozone profiles in the polar night because of accumulation of ozone in the lower stratosphere
and excessive ozone reduction in the upper stratosphere. The impact of radiance data became more
pronounced after the introduction of the IAU with its reduced noise in ozone transport. A part of the
detrimental radiance impact on ozone is believed to be due to polar stratospheric clouds (PSCs). The
semitransparent PSCs are not represented in the GCM or in the forward model for the radiances. The
cloud detection scheme does not exclude radiances affected by such thin clouds even though some
radiances (such as the AIRS “upper tropospheric moisture” channel at 6.79 pm) are sensitive to ice PSCs
(Stajner et al., 2007).

3.3 Other Assimilation Components

3.3.1 The Precipitation Assimilation

The assimilation system includes instantaneous rain rate estimates from SSM/I and the TRMM
Microwave Imager (TMI). Details are provided in Treadon et al. (2002). The assimilated precipitation
observation is In(1+rain_rate). The forward model, A(x), is a simplified Arakawa-Schubert cumulus
parameterization that includes cumulus momentum mixing and random selection of the convective cloud
top from a range of values bounded by the sounding profile. The large-scale precipitation model is based
on Zhao and Carr (1997). Input to the forward model consists of surface pressure, temperature, specific
humidity, cloud condensate (cy), zonal wind, and meridional wind:

rain_ratey = rain_rateconvective( 1, U,v,q,ps) + rain_rateiage scaie( 1,q,CwsPs).
Only surface pressure is not included as a control variable in the tangent linear (TLM) and adjoint models.
The simulated surface rain rates are most sensitive to the moisture and cloud condensate.

3.3.2 The Surface Temperature Analysis

Accurate specification of the (apparent) surface skin temperature is extremely important in the estimation
of pseudo-observations of satellite brightness temperatures for channels that have a significant
contribution from the surface. Hence this variable is included in the control vector, x. However, the
resulting analysis is not used to update the skin temperature used by the forecast model. The rationale for
this approach is provided by Derber and Wu (1998).

3.4 Specification of Background Error Statistics

A crucial part of the implementation of the any analysis is the specification of the background error
covariance, B, and the observation error covariance, R. Each component of x has its own partition of the
background error matrix B. The error statistics are estimated in grid space with the ‘NMC’ method
(Parrish and Derber, 1992; Rabier et al., 1998), i.e., by calculating the variances and covariances from the
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differences between 24-hour and 48-hour forecasts, forecasts initialized 24 hours apart, verifying at the
same time.

3.4.1 State Variables
3.4.1.1 Stream function, u, v, humidity

The variance statistics of 1 are shown in Figure 3.4.1 as a function of latitude and sigma level. The error
variance (m*s™) is larger in mid-latitudes than in the tropics and larger in the southern hemisphere than in
the northern. The horizontal scales are larger in the tropics, and increase with height. The vertical scale
factors are larger in the mid-latitude, and decrease with height. The vertical scale factors depicted in the
figures below represent inputs to the recursive filters used to create the covariance functions. They are
such that the vertical correlation generated from the recursive filter fits the scales estimated from the
training data sets. The resulting vertical scale of the covariance function varies with height, becoming
broader toward the top of the model. For example, see Figure 3.4.2 which shows the vertical correlation
for pseudo-relative humidity at different levels, given a constant vertical scale factor of 1.0. The error
variances and vertical scales for humidity are shown in Figure 3.4.3.
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Figure 3.4.1: Example of estimated background error statistics for 1. Top: error standard deviation as a function of
latitude and sigma level (in mzs'l); middle: horizontal scales of covariance (in km); bottom: vertical scale factor of
covariance. Left hand panels are the statistics used for GEOS-5.0.1; right-hand panels for GEOS-5.1.0.
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Figure 3.4.2: Example of the vertical correlation at different levels, given a constant vertical scale factor of 1.0. This
structure is generated by the recursive filter to model the vertical correlation for all variables.
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Figure 3.4.3: Example of estimated background error statistics for pseudo-relative humidity. Top: error standard
deviation as a function of latitude and sigma level; middle: horizontal scales of covariance (in km); bottom: vertical
scale factors for covariance.
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Other elements of B can be seen through the marginal gain, i.e., the increment from a single observation,
as shown in Figures 3.4.4 and 3.4.5.
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Figure 3.4.4: u (left) and v (right) increments (x,—x;), at sigma level 0.267, from a 1 m/s westerly wind observational
residual (y, — h(x;)) at 50°N and 330°E at 250 hPa.
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Figure 3.4.5: The vertical cross-section of u and T increments for the observation used for Figure 3.4.4.

3.4.1.2 Ozone

The background error for ozone is assumed independent from that for the other analysis variables. The
background error standard deviation varies with model level: it is specified as about 4% of the global
mean ozone on each level. The background error standard deviation is horizontally invariant. Horizontal
background error correlations use length scales of about 400 km throughout the troposphere and
stratosphere, increasing to about 800 km at the top analysis level. Vertical correlations are specified using
a common length scale of 0.8.

27



3.4.1.3 Satellite Bias Correction Coefficients

Since the satellite bias correction coefficients are analysis variables, it is necessary to specify the
background error variances. These background error variances have been specified in a simple manner by
scaling the predictors so that the variances of the various predictors are approximately equal (except the
constant predictor) and then applying a constant diagonal matrix for the background errors. The constant
used in the background errors gives fairly large weight to the values from the previous analysis.

3.4.2 The Mass-Wind Balance Constraint

The specification of the background error covariance matrix is extremely important in any data
assimilation system since it is primarily the background error covariance matrix that determines the
spreading of information from observations. Despite its importance, the way in which the background
error covariance matrix is modeled in any practical assimilation system is dominated by the compromises
that must be made in order to produce a viable computational algorithm.

Despite the advantages of the GSI in terms of the flexibility in representing the covariance structures, the
modeling of the linear mass-wind balance through a linear balance constraint is not straightforward. In the
GSI, to avoid the heavy computational burden of solving a Poisson equation at each assimilating level and
at each iteration step, balance projections are introduced to link the balanced part of temperature and
surface pressure directly with the stream function. The corresponding balance coefficients are estimated
together with other background error statistics using the NMC method. This approach is indeed
computationally-efficient, however, to ensure good wind-mass coupling, the balance coefficients have to
be estimated in such a way to ensure the balanced geopotential height increments, which can be expressed
from the balanced temperature and balanced surface pressure, are in good linear balance with the
rotational wind increments from the GSI analysis. Otherwise, the balance projections will lead to
inappropriate wind-mass coupling in which the information about the mass field will be extracted
incorrectly from the wind observations, and vice versa.

Since the linear balance equation was not used in the tuning process for the original approach of
estimating the balance coefficients, it was found that the resultant balance projections did not adequately
model the linear wind-mass balance constraint. A new approach was developed that employs the linear
balance equation and hydrostatic relationship to connect the balanced part of the temperature with the
stream function, so that the covariance between the stream function and balanced temperature can be
derived from the stream function related covariances. The balance coefficients estimated with this new
approach ensure the wind-mass balance projections are equivalent to directly applying a linear balance
constraint inside the GSI.

3.4.2.1 Linear Mass-Wind Balance Projections in the GSI

3.4.2.1.1 Wind-Mass Balance Projection Coefficients

The control variables of the GSI are stream function increments (dy), unbalanced velocity potential
increments (9).uupa), Unbalanced virtual temperature increments (6T ,.5,), unbalanced surface pressure
increments (OP,.».) and pseudo-relative humidity increments (dg). Typically the background error
statistics for these control variables are estimated from a set of 24/48-hour forecast differences by the
NMC method, and in the original implementation of the GSI the balance projection coefficients were
estimated from the same set of forecast differences. The linear b